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## Introduction

Like many others, I have used the NHS COVID-19 app to sign into locations across the UK and have pondered on the security strength that the NHS has employed within the app. Considering it was hastily built at the peak of the pandemic, buried exploitable security blunders are likely present. As seen before [4], rushing development can have devastating consequences for companies who don’t (or can’t) properly lay out relevant standards for their teams, especially for an app as tempting target as this one.

## Asset Management & RIsk analysis

As an opening note, covering whose responsibility it should be to secure assets, the policy will enforce operational security as everyone’s responsibility, including the specific responsible party at the time. Sometimes it only takes a few employees to be socially engineered for a company and its stakeholders to lose significant financial assets [10-11].

This can be regarded this as a critical vulnerability in the system, since humans are easier to influence than computers [28], resulting in crafters of social engineering being a continuous present threat to all company’s [23]. Even if the app was 100% secure, an attacker could target dependencies that are required for basic functionality. An benign QR code in a shop could be replaced with a malicious one. Or an existing Bluetooth vulnerability [3] could be leveraged to gain access to multiple devices without having to break the app at all.

In evaluating the exposure (intentional or not) of customer data [1], the reputation of both the developer and NHS would be degraded if it was exposed [5]. Not only is this data valuable for the app’s function, it’s required to be under restricted access according to the Data Protection Act 2018 (GDPR) [8]. Under Articles 4(13-15) and 9 of GDPR [9], health related data is classed as sensitive and cannot be processed (operated on). Any potential policy will also include instructions on how to handle customer data during normal operations too. The app will also store location history from scanned QR code metadata and although location data is not classed as sensitive under GDPR [7], it’s classed as personal data [8]. Companies can be fined an extraordinary amount of money for not securing either type effectively [29], which is why it’s anonymised [12].

Commonly, a Data Protection Officer would handle the obtention and audit of customer data [13]. Hiring a DPO is not compulsory under some conditions but I’m doubtful that would be recommended under GDPR. Considering the NHS is a public body processing a large quantity of sensitive and personal data, they would be legally required to employ one [14] even though the data doesn’t represent direct financial value to them.

I have also identified the codebase itself to be a financial and software asset. The servers that run the app in tandem with the code are physical, financial assets that tie into sentimental when holding customer data. Without a secure codebase there wouldn’t be an app to run but the developer would likely lose money in this scenario, so I have classified it as a financial asset when evaluating from the context of a developer and a client. Furthermore, the servers that power the app can be physically attacked via USB ports or direct damage, potentially causing even more damage than a loss of code that would likely be backed up. With no physical backup server, the app would not have an environment to run on.

## Laws

The Data Protection Act 2018 (GDPR) will be studied in detail as its clauses and articles refer to user data, the main asset the app is protecting. I will not be talking about the Data Protection Act 1998 as that was repealed by the 2018 version [17], so it doesn’t have a big impact on the app. After evaluating GDPR in Asset Management, I will be tying together the sections of the act with our assets in the final report.

I will also investigate the Computer Misuse Act 1990 [16] which is useful for looking at what would constitute as an offence against the app’s systems, especially sections:

* 1: Concerns general offences along with the punishment an offender would be subject to should they commit one of these offences. This will be touched on briefly when evaluating what counts as an intentional breach of the policy from a hostile insider.
* 3: Similar to Section 1, it specifically covers impairment or alteration of computer systems and their data. Since the app needs data to function, any prospective security policy would need to take this section into account.

Finally, I’ll be addressing other regulations that I believe will directly reflect the standards that I will be setting in the security policy. These include:

* NHS Confidential Code of Practice 2003 [18]. An NHS staff contract, it’s as good as the law. Any employee who tampers with the app’s data can be charged under this code and dismissed or arrested under GDPR [20].
* Human Rights Act 1998 [19]. Although largely irrelevant to this situation, Article 8 is of particular interest, upholding “respect for private and family life”. However, it’s open to some interpretation and conflicts with the NHS Code of Practice 2003 [18].
* Health and Social Care Act 2001 [21] and Health Service (Control of Patient Information) Regulations 2002 [22]. The two acts work in tandem [Section 1.2.a of 22] to define exactly when it’s legal to disclose confidential patient information. Since the app would need to share positive test results across the network, warning others that have been in close proximity with the infected user, the acts would need to be referenced as the data is protected under GDPR.

## Security policy

Our security policy will include several sections that each deal with a specific case raised in our risk analysis and relevant laws. Generally, the policy will be easy to follow, applicable to everyone involved in supporting in the app who it would affect and detail the correct response in the event of a security incident or breaking of a clause in the policy. The following sections are of particular note:

* Personal who have access to sensitive and personal customer data held or processed by the app’s systems. Consisting of as few people as possible, requests for elevated privileges within the app’s system should be subject to an approval/rejection process. In order to keep critical systems confidential while ensuring informational and financial assets are not integrally damaged or made unavailable by unauthorised personal, it would need to be included.
* Lists national and relevant international regulations the policy will enforce. Mostly consisting of UK and EU laws, I will also touch upon the Computer Fraud and Abuse Act (CFAA) [26] when covering areas that stray into American operations and comparisons.
* Methods to secure data assets, including the protection of digital code and servers that power the app or third-party systems.
* Processes to onboard new users (and expel deprecated ones) from the app’s systems. To keep account trees clean and avoid leaving potential security holes open by keeping unused user accounts, a process to retire user accounts of employee’s who no longer require access to certain sections will be defined. Conversely, the process of onboarding users into the system will also be detailed. New users will go through a vetting period to establish that they’re non-malicious actors and can be trusted with the information they will be granted access to [27].
* Finally, the policy will cover miscellaneous subjects that enable it to function as efficiently and cross-company as possible. Sections such as policy exceptions, accessibility of policy terms and classification of new datasets or actors will be described in the final report’s policy.

## Awareness Plan

To prevent plausible deniability and ensure staff are trained against the security policy, the policy will include an awareness plan. The plan would be targeted all users that have access to the app’s systems, educating them to the policy’s standards of security. Training employees of general, good security practices (strong passwords, being suspicious of email attachments, etc) on a regular basis is the pinnacle of preventing human error [31]. To balance out a potential overload of information, it will also define how often and how much information should be fed to staff over a specific time period.

To ensure those with access to app or customer data do not leak details accidentally, the plan will include instructions for dealing with restricted information, as well as NDA’s or policies (e.g. the code of conduct) that staff will need to have, or already, signed. Having staff sign such a contract will ensure compliance and keep data security at the forefront of their jobs.

Finally, the awareness plan will be introduced as ongoing, not a one-off lesson [32]. All the points raised about security will be easily forgettable by staff [33] so the plan will have a rolling period of learning that doesn’t define an ending. To keep the experience new each time, employees will be allowed to input their own ideas and activities into it. No-one would enjoy completing the same, plain assignment each time it was required so varying how staff learn these concepts is crucial to ensure a strong security awareness is maintained no matter the circumstances.

## Conclusion

To conclude, this outline attempts to structure my final report and impress my thoughts and opinions on the task at hand based off existing laws and legislations. I believe that there is a lot of information missing but overall, it covers the major points that will be explored in more detail in the final report. As of writing this, the app has been installed over 5,000,000 times [34] so it is crucial to ensure the app has a professional and well-designed policy using lessons learned from previous experiences with security policies.
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